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Abstract. A method is described that allows the simulation of the flow of an incompressible fluid through
complex-shaped two-dimensional domains which move in any prescribed time-varying way. The incompressible
Navier-Stokes equations in arbitrary Lagrangian—Eulerian form are discretized on a triangular grid by means
of a finite-volume method. Fully implicit time integration makes the method stable for any time step. Central
differencing is used for the diffusive fluxes. Upwind differencing based on flux-difference splitting is used for the
convective fluxes. A detailed description is provided for the discretization in two dimensions, with a collocated
arrangement of pressure and velocity components as dependent variables. A description of the grid-generation
process is given. Results are shown for the flow in a rotating-lobe pump.

Keywords: unstructured moving grids, arbitrary Lagrangian—Eulerian method (ALE), Navier-Stokes equations,
incompressible flow, finite-volume method.

1. Introduction

The application we had in mind during the development of the method was the simulation of
the flow through a lobe pump. A lobe pump is a rotative positive-displacement pump often
used in the food industry, of which the behaviour is illustrated in Figure 1. Two externally
driven rotors rotate contactless transporting fluid from suction to pressure side. The regions
with cavitation and high shear rate are to be minimized or at least well controlled by proper
design of the pump. At least a two-dimensional simulation of the pump is required to estimate
pressure and shear-rate values accurately.

The complexity involved in an unsteady flow simulation increases if certain boundaries of
the computational domain are allowed to move, so that the geometry of the domain changes
with time. This means that the grid must be modified during the computation in order to
accommodate these geometrical changes.

A first method which has proved to be successful for tackling such problems is the chimera
approach, in which each individual geometry component has its own associated structured
grid which moves independently of the other grids. Three-dimensional viscous simulations
involving moving bodies have been produced by this method by Bureting [1].

A second approach is the one used by Formaggia, Peraire and Morgan [2], applied to the
solution of inviscid two-dimensional transient flows involving moving bodies. Their sequence
of unstructured grids was generated by regridding parts of the flow field. At a particular
time step the points on the moving boundaries are updated according to the movement. Then
elements are deleted of which the shape and size differ significantly from the optimal value.
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Figure 1. Two-dimensional illustration of behaviour of the lobe pump. Rotations per 15

These areas are then regridded. The solution on the new grid is determined by interpolation.
The same approach is followed by Lohner [3].

A third technique in grid generation for moving boundaries uses mesh movement with a
fixed grid connectivity. The prescribed velocity of the boundary nodes is the boundary condi-
tion of a problem of which the solution results in the velocity of every grid node. The operator
that describes the nodal velocities can be as simple as a diffusion-like operator (Trégpanier
al. [4]), ranging over a spring-analogon operator (Batina [5] and Palmerio [6]) towards a more
complex pseudo-elasticity operator or a pseudo-pressure operator used by Palmerio [6]. Now
that the connectivity is kept fixed at least during one time step, the conservation equations are
expressed in the arbitrary Lagrangian—Eulerian way, so that they can be applied on control
volumes which move with time. The approach with a pseudo-pressure operator is followed
in the present work. Complications of the arbitrary Lagrangian—Eulerian formulation and the
grid generation strategy are outlined.

2. Discretization

2.1. EQUATIONS

The equations describing the unsteady flow of an incompressible fluid are the Navier-Stokes
equations. In the arbitrary Lagrangian—Eulerian formulation they are written for a moving
control volume as follows:

i/dv+/<y—yh>-gdszo, ()
ar Jy s

9
—/ pde+/(py(y—yb)+pl—L)-adS:O. (2)

Here p is the densityp the velocity vector of the fluid in a fixed coordinate systemthe
velocity vector of the boundary of the control volumé/, n the outer normal of this boundary,
d/dt the time derivativep’ the static pressurd, the unit tensorg the viscous-stress tensor
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defined for a Newtonian fluid bz = 2uy with y the rate-of-strain tensgf; ; = %(8 v;/0x; +
dv;/dx;) andu the dynamic viscosity. N

In an Eulerian formulation, = 0 and in a Lagrangian formulatiar, = v. In an arbitrary
Lagrangian—Eulerian formulation the velocitigscan be chosen independent of the flow. In a
finite-volume discretization they are determined by the velocity of the control-volume edges.

Equation (1) expresses conservation of mass for a moving control volume and Equation (2)
expresses conservation of momentum. If it is assumed that the dynamic viscosity is indepen-
dent of the temperature, and that the fluid is incompressible, the equation for the conservation
of energy can be solved separately.

The velocitiesv, have to satisfy the space conservation law

d

5 VdV—/SQh-QdS:Q 3)

Therefore Equation (1) can be written as

/Sg.gd5=o. (4)

The Equations (3), (2) and (4) are discretized in a vertex-centred way by use of unstruc-
tured triangular grids. Control volumes are constructed by connecting midpoints of edges with
centres of gravity of the surrounding triangles. Every node of the grid has a state vector

U=1|v |, (5)

whereu andv are the Cartesian components of the velocity ang p’/p is the kinematic
pressure.

Equation (4) is pre-multiplied witl?, wherec is a reference velocity. This pre-multi-
plication is necessary to ensure the same dimensions of the eigenvalues of the Jacobian matrix
given in Section 2.3. Equation (4) becomes:

/czg-QdSzo. (6)
S
For the integration in time of (2) a reduced state vector is definadf by J U, with
u 100
w=|v|, J=|010]{. (7)
0 000

Thus, Equation (2) can be written as

3/WdVJr/E-gdS:o, (8)
ar Jy s
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wherekF is the flux vector with contributions from the convective and the diffusive flux vectors.
Since the matrix/ is singular, the set of Equations (8) cannot be solved by an explicit
method.

2.2. TIME INTEGRATION

The time integration of (8)is done with the one-step implicit backward Euler method which
is first-order accurate in time and A-stable. The state vector on the new time:lgvédl is
calculated from the state vector on the previous time levéig

1
—8"VW + | Frtl.prtldsntl =, 9)
At s -

whereAt is the time step and
S"VW = yrtigwntl _yngyn, (10)

The last term of Equation (9) can be written as
/ Fn+1 . nn-i—l dSn+1 — / Fn+1 . nn-i—l dSn+1 _ / Fn+1 k nn+1 dSn+1. (11)
s - s s

In this paper only first order in time is used. To increase the accuracy a second-order Crank-
Nicolson scheme is suggested, since it does not increase the complexity of the method. In
Equation (9) the change in time @f is assigned to the node of the control volume. This mass
lumping also causes loss of accuracy.

2.3. SPACE DISCRETIZATION

The componentéf,, g.) of E_, and(f,, g,) of F, are

u(u —up) +p u(v —vp)
fc = v(u — up) s g = v(v —vp) + P |
2u v
du du (12)
V— V—
0x y
fv = va_v ’ gv = va_v ’
ox dy
0 0

with v = u/p the kinematic viscosity. We discretize the convective term of (11) using the
polynomial flux difference splitting described in [7] and [8], but applied on an unstructured
moving grid.

Differences of the convective fluxes can be written in algebraically exact form as follows

neu 4w onyi ny u

-n=n,Af. +ny,AQ. = nao  ny+w on, Al v |, (13)
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with w’ = w — wy, w = n i +n,v, wy, = nyup, +n,vp, Where the bar means the algebraic mean
of the differenced variables. The matrix is the discrete Jacobian, henceforth denoted by A.
Forn? + n? = 1, the eigenvalues of A are

)»1 = IZ)/, )\2,3 =wx a, (14)

with @ = (w + w’)/2 anda = /w2 + 2.
The corresponding left and right eigenvector matrices are given by

2 2

w'v +nyc W' +nyc

a/2 a/Z a/2

n, {w n, {w 1

| =Z2(Z2+1) 2(=24+1 i
L=172 (a * ) 2 (a * ) 2 |

n, {w ny (W 1 1

2 \a 2 \a 2a

nyv — nyi

\ 0 at — a +w

withat =a(1+68),a” =a(l—8),a* =ww' +c?ands = (w — w')/2a.
The convective flux at the edge of the control volume between the nodedk is ex-
pressed in first-order form as

Fliu=32(F.i+Fer) — 3Axl(Up — U) =F.; + A (U — U)) (15)

with |[A| = R|A|L, |A| = diag (|A1], [X2], |A3]) and withA~— = RA~L, A~ = diag (],
Ay, Az), A7 =min(0, ).

The second-order discretization is constructed following a MUSCL-approach. The space
derivatives that are needed, are computed with, in each triangle, the assumption that the state
varies linearly. Limited space derivatives are then computed in each node from a limited
combination of the space derivatives of the surrounding triangles. The minmod limiter is used.
The left state at the boundary of the control volume is computed with these nodal limited space
derivatives in the following way U, = U; + D, - Ax, with

andAx the vector pointing from nodgeto the centre of the edge connecting nodasdk and
lim denotes the limited combination of all gradients in the triangles surroundinginddhe

right state is computed from noden a similar way. In the MUSCL implementation Equation
(15) is replaced by

Fie = 3(Fes + Fep) = 3141 (U, = Up). (17)



62 Kiris Riemslagh et al

Figure 2. Movement of control-volume boundary during

The above equation is rewritten in first-order form plus a second-order correction
Fo i =Fiu+ Qi (18)

For the viscous term of (11) a central discretization is used which is exact for a linearly
varying state [9]. Therefore, the complete discretization is second-order accurate in space.

2.4. SPACE CONSERVATION

When a time-integration scheme according to (9) is used, fluxes are computed at time level
n + 1. The discretized space conservation law (3) in noidkes the form

sV, — Az}jvhkz“4 0, (19)

where the sum is taken over the surrounding n@dasd with V; = V"™ — V. The subscript

ik refers to the face of the control volume associated with the 8d@e- anddf in Figure 2).

Since control volumes are formed by connecting midpoints of edges with centres of gravity
of triangles (see Figure 2),

Ut =Ly 41, =1y (20)

wherel is a vector in the direction normal to the boundary of the control volume and with size
given by the length of the specific part of the boundary. From the basic geometric requirement
follows thatsV; = >, 8 Vi, with V;; as the volume swept by the part of the control-volume
boundary between nodésand k. This part is equal to Areg.q.r, on Figure 2. For the
computation of the convective fluxes only the normal compongnof v, must be known.

This componenty, is calculated from

Yy 'ldet = Wp;; ldf) At = Ar€aipcdefas (21)

and can be computed as soon as the grid at the new timeideviis known. With this choice
of w,, the space conservation law (3) is always satisfied.
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2.5. BOUNDARY CONDITIONS

At solid boundaries the velocity vector is prescribed. This velocity vector is known, since the
movement of the boundaries is given as a function of time. An equation must be constructed
to compute the pressure. We consider two alternatives. First a characteristic combination of
the equations can be taken [7], and second, the mass equation can be taken.

The characteristic combination is given by the second left eigenvector. For a solid non-
moving boundary, this combination is given by

(nyc,nyc, 1). (22)

This is a combination of the momentum equation in the direction normal to the wall and
the mass equation. The viscous flux through the boundary edge in the normal momentum
equation is given by

0
/ 2% s, (23)
on

wherew stands for the outward normal component of the velocity. Using the mass equation
in a coordinate system aligned with the boundary, we have

Jw Jdvy, w
— — =0, 24
on + as + R (24)

wherev, is the tangential velocity component ands the tangential direction ana is the
radius of curvature at the wall. Since obviously, /ds =0 andw = 0, we also havéw/on =

0. This means that, for the viscous terms, there is no contribution from the boundary in the
combination given by (22).

The second approach uses the mass equation to compute the pressure. In incompressible-
flow calculations with a pressure-based iteration method, a pressure field, with a correspond-
ing velocity field is computed, in such a way that, after each time step, the mass equation is
satisfied. We can take this equation to determine the pressure. This approach seems unusual,
in the sense that there is no pressure term in the original mass equation. However, due to the
flux difference splitting, a pressure term arises.

At the inlet and outlet boundaries, the pressure is given. The velocities are computed from
the momentum equations through a control-volume integration. The flux balance is closed
with dw/dn = 0. If we also want to satisfy the mass equation at both the inlet and the outlet,
we cannot drop the mass equation and prescribe the pressure instead. Therefore, the given
pressure is used in the computation of the convective fluxes in the momentum equations. This
means that flux-boundary conditions are used.

With this boundary condition, mass conservation is fulfilled in all control volumes. In
regions where high pressure changes occur, the discretization error coming from the pressure
terms in the mass equations can be large if the grid is not fine enough. This is a local error.
This error is visible when the mass balance is verified through integration of the velocity field.

The use of a characteristic boundary condition results in a non-conservative scheme at
the boundaries, which means that mass can disappear or enter through these boundaries.
Therefore, we prefer the approach with the mass equation.
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2.6. ITERATION METHOD

Having performed the space discretization, we can write the last term of Equation (9) for a
nodei as

/E -ndS = PoU; + Z P Ui + Q;, (25)
s k

0= Z Qc.iks Py = Ay + B, Pio=— Z Pik. (26)
k k

The sums are taken over all the neighbouring nddeénodei. The coefficient matrice®
have 3x3 components and contain contributions from the first-order convective discretization
(A;;) and contributions from the viscous discretizatid{. The termQ; collects the second-
order corrections.

Substitution of (25) in (9) yields the linear system,

ATV PO D PAUE 0 = VoW, @)
where P* and Q* are calculated with the state vector of the previous iteration level. The
system (27) is solved fdy”+* with a standard ILU iteration.

The solution of (27) does not have to be determined more accurately than the truncation
error of the time integration. 200 ILU iterations are carried out at every time step. This is
sufficient to drop the residual 3 to 4 orders.

3. The mesh generation

3.1. DELAUNAY TRIANGULATION

The grid generation for an unsteady geometry with the complexity of a lobe pump is not easy.
The use of unstructured grids is preferred. Every grid conforms to the position of the boundary
at a prescribed time and spans the complete flow domain.

The discretization of the Navier-Stokes equations is done on an unstructured triangular
mesh. The nodes are connected by a Delaunay triangulation algorithm which is performed in
a locally scaled space. In a Delaunay triangulation nodes are connected such that no nodes of
the triangulation lie inside the circumcircle of every triangle. When this is done in a locally
scaled space, the circumcircle becomes an ellipse with dimensions that are determined by
locally defined parameters.

3.2. MESH MOVEMENT

For every time step a grid is needed that remains valid. This means that no triangles are
overlapping during the time step. During the time step the connectivity cannot be changed.
In order to accommodate for large deformations the grid connectivity is allowed to change
between two time steps. Also nodes can be added or removed. When nodes are added, a new
state vector of flow variables has to be determined by interpolation. As is the case with node
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Figure 3. R,: grid at timer; Rp: new grid at timer; R,: new grid at timer + Az.

removal, the state vector of neighbouring nodes can be changed to maintain conservation of
guantities.

The problem can be formulated as follows. Given the solution of the flow problem at a
certain moment in time,, on a gridR,, find a new gridR,, also at time, and a new grick/,
at timet + At, whereR,, and R/, have the same connectivity, alj and R, have as many
nodes in common as possible. This is illustrated in Figure 3.

At every time step the gri®, is constructed by modification and adaptation of the grid
R,. First, the grid is made Delaulay in a localy scaled space by an edge-swapping algorithm.
Doing this, we do not change the position of the nodes; only the connectivity is changed.
Then, adaptation based on locally specified mesh spacings is done by addition and removal of
nodes.

SinceR, and R, are both at the same time level, the solution can be interpolated safely
from R, to R,. To calculate the solution from,, to R/, the Navier-Stokes equations need to
be integrated.

3.3. GRID-GENERATION TOOLS

To construct the gricR/, from the gridR,, nodes can be moved, but the connectivity must be
kept fixed. The boundaries change fratpto R). The position of the internal nodes &f,
must be determined in connection with the condition that this grid is valid. This is called the
moving-grid problem. To generate a valid grid, a system of equations is constructed expressing
the equilibrium of a set of forces acting on the nodes. The forces that act on a node depend on
the position of that node and the surrounding nodes. The solution of the set of equations is the
position of every grid node.

For the forces acting on nodethe equilibrium can be written as

> Fano=0, (28)

with the sum taken over all the neighbouring triangles of node
Definingz = h, /s, for a nodeu of a triangleabc, with i, the height of the triangle ang
the length of the edgkc, we define the forcé, ,, by

2

1
Fa no — __s if s Fa.no =\ — _s if < o, 29
: ¢ ¢>do , (Co g_02)6 ¢ < o (29)
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Figure 5. g must be chosen such that nadeemains inside its surrounding polygon: bcd.

as is illustrated in Figure 4, with; being the unit vector perpendicular to the edgen the
direction of node:. The signed height is calculated as
2A Xi Xi

hy = ;, A= Z %()’Hl - i), (30)
whereA is the signed area of the triangle and the sum is positive if the edges of the triangle
are visited counter-clockwise. For a valid triangulation all areas are positive.

In the construction process &, from R,,, after the boundary nodes have been given their
new position, the internal nodes are not located in the equilibrium position. Possibly a number
of triangles have changed orientation, so a number of edges are intersecting and some triangles
have a negative area. Starting from the old location of the internal nodes, we perform an
iteration process on the set of Equations (28), moving the nodes towards their final positions.

The parametet is introduced only to allow negative values ofduring the solution
process. The solution of the grid movement should be independent oé. all ¢ > ¢.

This will be the case itg is chosen small enough.

3.4. CHOICE OF¢g

Consider the surrounding polygéad around node (Figure 5). The forces that act on nade
areF., F.; andFy,. Triangleabc will remain positive if node: is located within the polygon
bed. When the node: is moved across the edge, it will be forced to return inside the
polygon when

[Fpel > |Feal + | Fapl. (31)

This is a sufficient condition to keep the triangle positive. When nogdocated on the edge
bc, theng = 0 for triangleabc, so according to Equation (29)

| Fpel = 2/%o0. (32)
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Figure 6. Polygon surrounding nodewith indication of valued.max and L min.

In this case the forceB,., and F, are

B> B
F. |l = —, F| = —. 33
| Feal o | Fap H (33)

Combining the previous equations, we find that the triangle abc will remain positive if

2 Bi1+ B B
s.arR_2 (34)
2o H H

We might repeat the discussion for the surrounding polygons that have more than three
nodes, but the result will be identical. In most cases the condition (34) is far too stringent.
From this we conclude that at equilibrium all triangles are positivg i chosen such that
Lo < 2Lmin/ Lmax With Lyin and Lmax defined as the minimum and maximum dimensions of
the smallest rectangle surrounding the polygon (see Figure 6). A typical valyesdd-01.

3.5. NESTEDITERATIONS

Because the grid has to be rotated during every time step, an efficient solver is required to
find the solution of (28). Nested iteration with coarser meshes is used to solve the problem.
First, the moving-grid problem is solved on the coarsest mesh. When all the triangles have a
positive surface area, the problem is solved on the next finer mesh starting with interpolated
values for the displacements on the the coarser mesh. At every level the solution of the set of
Equations (28) is solved by a Jacobi iteration after a Newton linearization. The linearization
is recalculated at every Jacobi iteration. Typically, 20 or less Jacobi iterations will solve the
problem.

3.6. MESH COARSENING

As explained in the previous section, nested iteration is used to speed up the calculation of the
new position of the grid nodes. The coarser meshes are generated automatically as described
in [10].

The coarser meshes have so-called telescoping nodes. This means that all nodes of a coarse
mesh appear as nodes in all the finer meshes. The meshes are generated from fine to coarse.
To generate a coarser mesh for a given fine mesh, the following is done:

— First, a set of nodes from the fine mesh is selected to appear in the coarser mesh. A selection
algorithm described by H. Guillard [11] is used. We flag nodes for removal by looping over
all the nodes and doing the following for every node. If the node is not flagged, all its
neighbours in the grid are flagged; if the node is flagged, nothing is done;
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— Then this set of nodes is connected to form a triangulation. Starting from the fine mesh,
we remove flagged nodes one by one. The polygonal cavity that remains after removal of a
node and all its connecting edges is retriangulated by a Delaunay algorithm.

The fact that the nodes of the coarse mesh appear in the finer mesh simplyfies the transfer of
data between the meshes.

4. Evolution of the flow calculation

The flow solver coupled with grid-generation results in the following procedure:

(1) Define geometry and determine movement of the boundary;

(2) Generate starting grift° that can be used for the flow calculatioR)(= R? = R°);

(3) Generate, withR? as the finest grid, coarser grids that are needed for the nested iteration;
(4) Determine initial state vectors for the flow calculatiolf,= (0, 0, po)”, with po = Pinet;

(5) Determine an appropriatas. This At¢ is constant during the calculation. Here is
chosen such that the rotors rotate $ince an implicit time integration method is used,
there is no time-step limitation for stability. The limitation comes from the fact that the
construction of the grid has to be possible. With the same connectivity there must exist a
distribution of the nodes, so that all triangles are valid, while the boundaries are rotated.
And it must be possible to calculate the position of the nodes;

(6) Generate the grid for the next time st&pt®. This grid must have the same connectivity
ask;;

— Generate the coarsest grid first. Move the boundary nodes and solve the set of Equations
(28) for the internal nodes;

— Interpolate the position on the next finer mesh. Then, on this mesh solve, the set of Equa-
tions (28);

Repeat this until the finest mesh;

(7) Determine the normal velocity component of the speed of the boundary of the control
volumes from Equation (21), satisfying space conservation;

(8) Find the solution of the flow equations for the new time step. This is done by solving
system (27) for all nodes. The solution at the previous time level is used as the initial
solution to start from. 200 ILU iterations with an underrelaxation= 0-75 are done to
calculate the solution. The linearization of the system is recalculated every 5 iterations;

(9) Generate grid?}j*l by modifying and adapting gri@"**. First, the grid is made Delaulay
in a localy scaled space. Doing this, the position of the nodes is not changed, only the
connectivity is. Then, adaptation based on locally specified mesh spacings is done by ad-
dition and removal of nodes. For the nodes that are added flow variables are interpolated.
Because the connectivity is changed, the definition of the control volumes is changed and
the values/"+1 have to be recalculated.”+! is equal toV” during the next time step;

(10) If the number of time steps is less than the required number,incremented by one.
Then go to 6.



Navier-Stokes calculations in moving domaing9

\WANAVAYAVAVY

e
B VAV
ol

Figure 8. Result of flow calculation by means of streamlines at stagésB8 75.

5. Results

The flow through a winglobe pump is simulated (Figure 7). The rotor diameter is 131 mm.
The speed of rotation is 360 rpm. The kinematic viscosity of the fluid is7-6 mn¥/s,

the density is 1000 kg/fn As to the boundary conditions, pressure is prescribed both at the
inlet (1 bar) and the outlet (2 bar), resulting in a pressure rise over the pump of 1 bar. The
absolute value of the pressure is of no importance in incompressible flow simulations. The
flow calculation is done with°lincrements per time step. Grids are calculated in a sequence
where the connectivity is kept fixed during af rotor rotation.

As can be seen in Figure 7, the nodes are clustered near some regions of the rotors to assure
sufficient node density in the clearences between the rotors and the housing and between the
two rotors themselves. This was achieved through the use of local mesh-spacing parameters.
Two grids are shown with clockwise top-rotor rotations of 8&d 73, respectively.

The number of nodes of a grid is approximately 8500. Since nodes are added and removed
at every time step, the exact number changes during the calculation. For such a grid 200 ILU
iterations take 18 minutes on a HP workstation HP9000-715/100XC, while the grid generation
and movement needs about 1 minute for every time step. We do not use the most efficient
implementation here. The authors believe that the execution time can be reduced by a factor
of up to 20 by optimizing the implementation.

In Figure 8 the evolution of the flow calculation is illustrated by means of streamlines.

As can be seen, the streamlines are calculated in an absolute frame. Therefore they enter the
rotors. One can see that there is a vortex present near the end of the rotors where the flow is in
the opposite direction.
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Figure 9. Velocity profile (m/s) in clearance between stator and rotor at location A.

Figure 10. Pressure contours per50m?/s. Left: between minimum and maximum pressure. Right: between

85 m?/s? and 95 n$/s2.

In Figure 9 the velocity profile is given in the clearance between the rotor and the stator
at a location A (see figure). The profile corresponds with a driven couette flow. One can see
that this is a flow with high shear values, and also that there is a leak flow present. The actual
values can be easily computed from the numerical results.

Figure 10 shows the pressure contours at the same rotor position. The kinematic pressure
at the inlet is 100 fis>. Going inside the lobe pump the pressure further drops to a minimum
of 85 n¥/s?. Over the clearences there is a pressure rise. The maximum of the pressure is
2036 n¥/s?. At the right of the figure the lowest pressure contour lines are given. In real-
life situations cavitation bubbles can appear at these locations, if the inlet pressure of the
lobe pump is low enough. Although no cavitation model is included in the simulation flow,
situations can be investigated that would lead to cavitation.

No comparison can be made with experimental results. Experimental data are not available
for the test cases illustrated in this paper.
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Figure 11. Grid and streamlines of tri-lobe pump at stage 0
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Figure 12. Evolution of flow calculation by means of streamlines shown for rotor positions frota 005 with
steps of 18.

A second simulation was performed on a tri-lobe pump. The rotor diameter S &88.
The speed of rotation is 460 rpm. The kinematic viscosity of the fluid is 46 mnt/s,
the density is 880 kg/f The pressure rise over the pump is 2 bar. Figure 11 shows grid
and streamlines with the top-rotor position at stage® Figure 12 the evolution of the flow
calculation is illustrated by means of streamlines.

6. Conclusion

In the paper a procedure is proposed for two-dimensional incompressible-flow calculations in
complex-moving domains. The procedure includes the mesh-movement strategy, as well as
the discretization scheme.
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The algorithm is illustrated on the complex geometry of rotating-lobe pumps. Results of
two different simulations are shown. Although no comparison could be made with experi-
mental data, it is clearly shown that such simulations give important flow information to the
designer of this kind of pump. Both high-shear-rate areas, that could cause degradation of
some fluids, as well as low pressure areas that initiate cavitation, can be easely identified. The
current simulation model can therefore be considered as an important design tool for this kind
of positive-displacement pumps.
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